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FILTERING, AGGREGATION, & STATS





why reduce?

• Too many data items and/or too many attributes to focus on what is 
important in the data



filter

• elements are eliminated to support 
dynamic queries
• coupling between encoding and 

interaction so that user can immediately 
see the results of an action



ITEM FILTERING

Ahlberg 1994

http://www.powershow.com/view/1595f5-MmY3N/Visual_Information_Seeking_Tight_Coupling_of_Dynamic_Query_Filters_with_Starfield_Displays_powerpoint_ppt_presentation
http://www.powershow.com/view/1595f5-MmY3N/Visual_Information_Seeking_Tight_Coupling_of_Dynamic_Query_Filters_with_Starfield_Displays_powerpoint_ppt_presentation


http://www.nytimes.com/interactive/dining/new-york-health-department-restaurant-ratings-map.html?_r=0


ATTRIBUTE FILTERING

• Wang 2003



Controlling filtering

• Driven by 2 approaches
• Widget-based filtering

• Visualization-based filtering

http://www.nytimes.com/interactive/dining/new-york-health-department-restaurant-ratings-map.html?_r=0
http://www.nytimes.com/interactive/dining/new-york-health-department-restaurant-ratings-map.html?_r=0


Controlling Filtering: scented widgets

• information scent: user gets sense of data

• GOAL: lower the cost of information forging through better cues

• Willett 2007



Controlling Filtering: interactive legends

• controls combining the visual representation of static legends with 
interaction mechanisms of widgets

• define and control visual display together

Riche 2010



aggregate

• a group of elements is 
represented by a new derived 
element that stands in for the 
entire group



Numerous ways to reduce…

• statistics, topology, machine learning, etc.



Problem #1: Aggregate Items

• We have too many data points to show



Histograms

• Generally referring to a bar chart-
based visualization that allows 
evaluating distribution of values.

• Really, histograms capture a 
distribution of data



Categorical data

• Simply count occurrences of each type and visualize



Continuous Data Histograms



Calculating a continuous histogram

• Given: X={x0,…,xn}

• Select: k bins

• bini=k * (xi – min X) / (max X – min X)



Calculating a continuous histogram

• X={1,2.5,3,4}

• k = 3



Calculating a continuous histogram

• X={1, 2.5, 3, 4}

• k = 3

1 42 3



Calculating a continuous histogram

• X={1,2.5,3,4}

• k = 3

• bini = floor( k * (xi – min X) / (max X – min X) )

1 42 3



Calculating a continuous histogram

• X={1,2.5,3,4}

• k = 3

• bini = floor( 3 * (xi – 1) / (4 – 1) )

1 42 3



Calculating a continuous histogram

• X={1,2.5,3,4}

• k = 3

• 1 -> floor( 3 * (1 – 1) / (4 – 1) ) = Bin 0

1 42 3



Calculating a continuous histogram

• X={1,2.5,3,4}

• k = 3

• 2.5 -> floor( 3 * (2.5 – 1) / (4 – 1) ) = Bin 1

1 42 3



Calculating a continuous histogram

• X={1,2.5,3,4}

• k = 3

• 3 -> floor( 3 * (3 – 1) / (4 – 1) ) = Bin 2

1 42 3



Calculating a continuous histogram

• X={1,2.5,3,4}

• k = 3

• 4 -> floor( 3 * (4 – 1) / (4 – 1) ) = Bin 3?

1 42 3



Calculating a continuous histogram

• X={1,2.5,3,4}

• k = 3

• 4 -> floor( 3 * (4 – 1) / (4 – 1) ) = Bin 2

1 42 3



Calculating a continuous histogram

• X={1,2.5,3,4}

• k = 3

1 42 3



Conditional Histograms



2D Histograms



Categorical data



Mosaic Plots



Ordinal data



Ordinal data



Arsenic in well water



spatial aggregation

• modifiable areal unit problem
• in cartography, changing the boundaries of the regions used to analyze data 

can yield dramatically different results



spatial aggregation: Congressional Districts



Histogram Challenges: Selecting Resolution
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Histogram Challenges: Selecting Resolution
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Statistical Modeling
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Summary Statistics – mean

• The average

• The best estimate of the value of a new data point in the absence of  any other 
information about it



Summary statistics - Standard deviation

• Think of this as a scale

• Average distance from mean



Standard Score (aka z score)

• Number of standard deviations a point is away from mean



Mean

Z score



Normal Distribution



An Example: Statistical Distribution
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An Example: Comparing Histogram & 
Distribution
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An Example: Comparing Histogram & 
Distribution
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Boxplot

Potter et al., 2010
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Boxplot



Boxplots

Potter et al., 2010



Boxplots

Potter et al., 2010



Problem #2: Aggregate Attributes
We have too many attributes to show



attribute aggregation

• group attributes and compute a similarity score across the set

• dimensionality reduction to preserve meaningful structure



Similarity scores

• correlation
• measure of similarity between 2 or more attributes

• many variants—pearson, rank, multi-way, etc.

• regression
• fit a model to the data

• measure the quality of fit (i.e. R2)



Pearson Correlation Coefficient

• A measure of the linearity between 2 sets









• Given: X={x0,…,xn}, Y={y0,…,yn}

• Calculate mean(X), mean(Y), stdev(X), stdev(Y)

• mean(X) = 

• stdev(X) =        =

1

𝑛

1

𝑛
෍ 𝑥𝑖 − ҧ𝑥 2



• X={1,2.5,3,4.5}

• Y={2,2.5,3.5,4}

• mean(X) = 2.75, mean(Y) = 3

• stdev(X)= sqrt( (1-2.75)2 + (2.5-2.75)2 + (3-2.75)2 + (4.5-2.75)2 / 4 ) = 1.25

• stdev(Y)= sqrt( (2-3)2 + (2.5-3)2 + (3.5-3)2 + (4-3)2 / 4 ) = 0.79



• X={1,2.5,3,4.5}

• Y={2,2.5,3.5,4}

• mean(X) = 2.75, mean(Y) = 3

• stdev(X)= 1.25, stdev(Y)= 0.79

• Covariance(X,Y) =

• = 1/4 * (1-2.75)(2-3) + (2.5-2.75)(2.5-3) +  

           (3-2.75)(3.5-3) + (4.5-2.75)(4-3)

 = 3.75 / 4 = 0.94

1

𝑛



• X={1,2.5,3,4.5}

• Y={2,2.5,3.5,4}

• mean(X) = 2.75, mean(Y) = 3

• stdev(X)= 1.25, stdev(Y)= 0.79

• Cov(X,Y)= 0.94

  r = 0.94 / (1.25 * 0.79) = 0.95



Spearman Rank Correlation



Spearman Rank Correlation

• Non-parametric correlation measurement

• sort(X) and sort(Y)

• assign X’/Y’ rank in sorted list

• Calculate PCC( X’, Y’ )



Spearman Rank Correlation

IQ, (X)
Hours of TV per 

week, (Y)
rank (X’) rank (Y’)

86 0 1 1

97 20 2 6

99 28 3 8

100 27 4 7

101 50 5 10

103 29 6 9

106 7 7 3

110 17 8 5

112 6 9 2

113 12 10 4

https://en.wikipedia.org/wiki/IQ
https://en.wikipedia.org/wiki/TV


• X={1, 2.5, 3, 4.5}

• Y={2, 3.5, 2.5, 4}

• X’ = rank(X)

• Y’ = rank(Y)

• SRC = PCC( X’,  Y’ )



• X={1, 2.5, 3, 4.5}

• X Sorted {1, 2.5, 3, 4.5}

• X’ = rank(X) 

• X’ = { rank(1), rank(2.5), rank(3), rank(4.5) }

• X’ = { 1, 2, 3, 4 }



• Y={2, 3.5, 2.5, 4}

• Y Sorted {2, 2.5, 3.5, 4}

• Y’ = rank(Y) 

• Y’ = { rank(2), rank(3.5), rank(2.5), rank(4) }

• Y’ = { 1, 3, 2, 4 }



Multiple Attributes – Correlation Matrix



Many Attributes Multiple Correlation

Nguyen 2016



Multiple Correlation



Multiple Correlation

2-way 3-way 4-way

Composite Glyph 
• (6) 2-way
• (12) 3-way
• (4) 4-way

Nguyen 2016



Many Attributes Multiple Correlation

Nguyen 2016



Regression: Fitting a Model to Data

• Given: 𝑦𝑖 = 𝛼 + 𝛽𝑥𝑖 + ε𝑖

• Find 𝛼 and 𝛽 that minimize ε𝑖 in the 
linear least squares sense (i.e. Σ𝜀𝑖

2)



Regression: Fitting a Model to Data

• Can be computed directly 



Linear Dimensionality reduction: Principal 
Component Analysis (PCA)



Nonlinear Dimensionality Reduction: 
Multidimensional Scaling (MDS)



Problem #3
What is lost or misinterpreted…

In other words, know the shapes 
(information) your statistic captures



Anscombe’s Quartet

Graphs in Statistical Analysis. F. J. Anscombe. The American, 
Statistician, Vol. 27, No. 1. (Feb., 1973), pp. 17-21.



• Statistical Limitations:  Anscombe's quartetProperty Value Accuracy

Mean of x 9 exact

Sample variance of x 11 exact

Mean of y 7.50 to 2 decimal places

Sample variance of y 4.125 plus/minus 0.003

Correlation between x and y 0.816 to 3 decimal places

Linear regression line y = 3.00 + 0.500x
to 2 and 3 decimal places, 
respectively



Statistical Limitations:  Anscombe's quartet





• “The more cigarettes we 
consume, the longer we live!”

• “There is a positive 
relationship between 
cigarette consumption and 
life expectancy at a country-
by-country level!”



• “The more cigarettes we 
consume, the longer we live!”

• “There is a positive 
relationship between 
cigarette consumption and 
life expectancy at a country-
by-country level!”



Correlation != causality

and foot size is positively correlated with reading ability, etc.



http://www.tylervigen.com/spurious-correlations 

http://www.tylervigen.com/spurious-correlations
http://www.tylervigen.com/spurious-correlations


http://www.tylervigen.com/spurious-correlations 

http://www.tylervigen.com/spurious-correlations


http://www.tylervigen.com/spurious-correlations 

http://www.tylervigen.com/spurious-correlations


• “The more cigarettes we 
consume, the longer we live!”

• “There is a positive 
relationship between 
cigarette consumption and 
life expectancy at a country-
by-country level!”







Simpson’s Paradox

• trend that appears in several different groups of data but disappears 
or reverses when these groups are combined



http://students.brown.edu/seeing-theory/index.html 

http://students.brown.edu/seeing-theory/index.html
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