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The banana (Musa acuminata) genome and the
evolution of monocotyledonous plants
Angélique D’Hont1*, France Denoeud2,3,4*, Jean-Marc Aury2, Franc-Christophe Baurens1, Françoise Carreel1,5, Olivier Garsmeur1,
Benjamin Noel2, Stéphanie Bocs1, Gaëtan Droc1, Mathieu Rouard6, Corinne Da Silva2, Kamel Jabbari2,3,4, Céline Cardi1,
Julie Poulain2, Marlène Souquet1, Karine Labadie2, Cyril Jourda1, Juliette Lengellé1, Marguerite Rodier-Goud1, Adriana Alberti2,
Maria Bernard2, Margot Correa2, Saravanaraj Ayyampalayam7, Michael R. Mckain7, Jim Leebens-Mack7, Diane Burgess8,
Mike Freeling8, Didier Mbéguié-A-Mbéguié9, Matthieu Chabannes5, Thomas Wicker10, Olivier Panaud11, Jose Barbosa11,
Eva Hribova12, Pat Heslop-Harrison13, Rémy Habas5, Ronan Rivallan1, Philippe Francois1, Claire Poiron1, Andrzej Kilian14,
Dheema Burthia1, Christophe Jenny1, Frédéric Bakry1, Spencer Brown15, Valentin Guignon1,6, Gert Kema16, Miguel Dita19,
Cees Waalwijk16, Steeve Joseph1, Anne Dievart1, Olivier Jaillon2,3,4, Julie Leclercq1, Xavier Argout1, Eric Lyons17, Ana Almeida8,
Mouna Jeridi1, Jaroslav Dolezel12, Nicolas Roux6, Ange-Marie Risterucci1, Jean Weissenbach2,3,4, Manuel Ruiz1,
Jean-Christophe Glaszmann1, Francis Quétier18, Nabila Yahiaoui1 & Patrick Wincker2,3,4

Bananas (Musa spp.), including dessert and cooking types, are giant
perennial monocotyledonous herbs of the order Zingiberales, a
sister group to the well-studied Poales, which include cereals.
Bananas are vital for food security in many tropical and subtropical
countries and the most popular fruit in industrialized countries1.
The Musa domestication process started some 7,000 years ago in
Southeast Asia. It involved hybridizations between diverse species
and subspecies, fostered by human migrations2, and selection of
diploid and triploid seedless, parthenocarpic hybrids thereafter
widely dispersed by vegetative propagation. Half of the current
production relies on somaclones derived from a single triploid
genotype (Cavendish)1. Pests and diseases have gradually become
adapted, representing an imminent danger for global banana pro-
duction3,4. Here we describe the draft sequence of the 523-megabase
genome of a Musa acuminata doubled-haploid genotype, providing
a crucial stepping-stone for genetic improvement of banana. We
detected three rounds of whole-genome duplications in the Musa
lineage, independently of those previously described in the Poales
lineage and the one we detected in the Arecales lineage. This first
monocotyledon high-continuity whole-genome sequence reported
outside Poales represents an essential bridge for comparative
genome analysis in plants. As such, it clarifies commelinid-
monocotyledon phylogenetic relationships, reveals Poaceae-
specific features and has led to the discovery of conserved non-
coding sequences predating monocotyledon–eudicotyledon
divergence.

Banana cultivars mainly involve M. acuminata (A genome) and
Musa balbisiana (B genome) and are sometimes diploid but generally
triploid5,6. We sequenced the genome of DH-Pahang, a doubled-
haploid M. acuminata genotype (2n 5 22), of the subspecies malaccensis
that contributed one of the three acuminata genomes of Cavendish7.
A total of 27.5 million Roche/454 single reads and 2.1 million
Sanger reads were produced, representing 20.53 coverage of the
523-megabase (Mb) DH-Pahang genome size, as estimated by flow
cytometry. In addition, 503 of Illumina data were used to correct

sequence errors. The assembly consisted of 24,425 contigs and 7,513
scaffolds with a total length of 472.2 Mb, which represented 90% of
the estimated DH-Pahang genome size. Ninety per cent of the
assembly was in 647 scaffolds, and the N50 (the scaffold size above
which 50% of the total length of the sequence assembly can be found)
was 1.3 Mb (Supplementary Text and Supplementary Tables 1–3). We
anchored 70% of the assembly (332 Mb) along the 11 Musa linkage
groups of the Pahang genetic map. This corresponded to 258 scaffolds
and included 98.0% of the scaffolds larger than 1 Mb and 92% of the
annotated genes (Supplementary Text, Supplementary Table 4 and
Supplementary Fig. 1).

We identified 36,542 protein-coding gene models in the Musa
genome (Supplementary Tables 1 and 5). A total of 235 microRNAs
from 37 families were identified, including only one of the eight
microRNA gene (MIR) families found so far solely in Poaceae8

(Supplementary Tables 6 and 7).
Viral sequences related to the banana streak virus (BSV) dsDNA

plant pararetrovirus were found to be integrated in the Pahang
genome, with 24 loci spanning 10 chromosomes (Supplementary
Text and Supplementary Fig. 2). They belonged to a badnavirus
phylogenetic group that differed from the endogenous BSV species
(eBSV) found in M. balbisiana9 and most of them formed a new
subgroup (Supplementary Fig. 3). Importantly, all of the integrations
were highly reorganized and fragmented and thus did not seem to be
capable of forming free infectious viral particles, contrary to the eBSV
described in M. balbisiana10.

Transposable elements account for almost half of the Musa
sequence (Supplementary Text and Supplementary Tables 1 and
8–10). Long terminal repeat retrotransposons represent the largest
part, with Copia elements being much more abundant than Gypsy
elements (25.7–11.6%) (Supplementary Fig. 4). No major recent wave
of long terminal repeat retrotransposon insertions appears to have
occurred in the Musa lineage. Fewer than 1% of the long terminal
repeat retrotransposons are complete and their median date of inser-
tion is around 4 Myr ago, corresponding to the half-life of this type of
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What are some questions we’d like to ask?



1. Don’t always try to show all individuals 
2. What is the biggest intersection? 
3. Which sets make up an intersection?  
4. How big is an intersection? 
5. Does it work for more than four sets?



Design Workshop
work in groups
get to know the data (5 mins)
create three (rapid!) prototypes (3x10 mins)
Write up your two favorites (15 mins) in google docs
Upload to “Bonus” Canvas Dropbox by 4pm
We’ll show you some of our solutions next time!





Venn and Euler 
Diagrams



Venn vs Euler
Venn Diagram
Shows all possible logical 
relations between sets 
(even if empty)

Euler Diagram
Shows logical relations
May omit empty 
intersections



Venn Diagrams

Venn diagrams for many 
sets are hard
# of intersections is 2n

https://en.wikipedia.org/wiki/Venn_diagram 

https://en.wikipedia.org/wiki/Venn_diagram


Area-Proportional Euler Diagrams

Problem with Venn: size doesn’t 
correspond to the data.
Creating area-proportional Euler 
diagrams is hard.
Layout criteria: 

simple curves (circles are best)
makes it easy to identify which sets are 
participating in intersection
Gestalt-principle: good continuation

area proportional

[Alsallakh 2015]



Compare Simple vs Complex Shape

Complex Simple



[created with EulerAPE]
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Venn-Euler Pros/Cons

Pros
Familiar
Intuitive
Work well for 2-4 sets

Cons
Don’t work well for more 
than 4 sets
Area proportional hard to do
Not well suited to show 
attributes



Relationships for specific Items

[Riche 2010]

No Duplicate Nodes
Complex Shapes
Notice the Nesting

Duplicate Nodes
Simple Shapes





Sets on top of a fixed layout

https://www.youtube.com/watch?v=Ju2hSThmPWA 

https://www.youtube.com/watch?v=Ju2hSThmPWA


Sets on top of a fixed layout

LineSets Kelp Diagrams

[Alper 2011] [Dinkla 2012]



Node-Link Techniques

Treat sets as 
nodes
Connect to 
elements that 
are in set

http://mariandoerk.de/pivotpaths/demo/#/1:0_497686 

http://mariandoerk.de/pivotpaths/demo/#/1:0_497686




Showing Pairwise Overlap

Shows fairways overlap of 
sets
Doesn’t show higher-order 
overlaps
Very scalable
Can’t show attributes

Co-Mutations of genes



Pairwise + Interaction

https://www.youtube.com/watch?time_continue=125&v=cSSAvDAre-E


Set Matrices: OnSet

Set membership for each 
item shown in matrix
Comparisons can be made 
using AND or OR 
operations
Good for many sets and few 
items

https://vimeo.com/213029678#at=0 [Sadana 14]

https://vimeo.com/213029678#at=0


Linear Diagrams

[RODGERS 2015]





Radial Sets

Sets are segments on a “circle”
Relationships are encoded as 
ribbons
Size of segments encodes size 
of sets
Histograms in segments show 
degrees

https://www.youtube.com/watch?v=UcYRrPqC5A8 [Alsallakh 2013]

https://www.youtube.com/watch?v=UcYRrPqC5A8
http://www.cvast.tuwien.ac.at/~bilal




UpSet 
Visualizing Intersecting Sets[InfoVis’14]



Set Vis Goals

1. Efficient visual encoding

3. Visualize attributes 

2. Creating complex  
slices of a dataset 

vs.



Visualizing Intersections Visualizing Properties

Attribute Details

Element List & Queries

[Movie Lens Dataset]



Visualizing  
Intersections



A B C Universal Set
A

B C



A B C Universal Set
Must 

Must Not
A

B C



A B C Cardinality
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Plotting Attributes



A B C

Additional Plots

Deviation Attributes

How surprising is the size of an intersection?What’s the distribution of an  
attribute in an intersection?



Action-
Comedy

Drama-
Comedy



Sorting



A B C

Which is the biggest intersection?
Sort By: Cardinality





Aggregation



A B C Are many items shared between  
two sets?
Aggregate By: Degree



A B C

 Degree 0

 Degree 1

 Degree 2

 Degree 3

Are many items shared between  
two sets?
Aggregate By: Degree

Sum of children



A B C
How are the elements of ‘B’ distributed?
Aggregate By: Set

 Degree 0

 Degree 1

 Degree 2

 Degree 3



A B C

 None

 A

 B

 C

Must 

May 

Must Not

How are the elements of ‘B’ distributed?
Aggregate By: Set

A

B C
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A B C

 None

 A
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How are the elements of ‘B’ distributed?
Aggregate By: Set





Queries



A B C

Must 

May 

Must Not





Elements & 
Attributes



How do documentaries compare to adventure movies?



How do documentaries compare to adventure movies?



Applications



R-Version: UpSetR

Developed at HMS 

Some design adaptions



The Banana Chart Redesigned





Other Options

http://setviz.net

http://setviz.net


Design Critique



http://mariandoerk.de/edgemaps/demo/
https://goo.gl/IDRXDl

http://mariandoerk.de/edgemaps/demo/
https://goo.gl/IDRXDl


Text and Document 
Visualization

Slides adapted from Hendrik Strobelt



Text / Language

Features of Text as representation language
abstract, general
extremely expressive
different across population groups 
(countries, accents, religions,…)
linear perception
semi-structured (content: grammar, words, sentences, 
paragraphs,.. ; appearance: typography, calligraphy,..)



Why Visualize Text?



Design and Text

Typography:
typefaces (serif, sans-serif, bold, italic)
point size (10pt, 12pt, 24pt, 36pt.. ) line length 
(alignment: left, right, justified)
vertical: line spacing (leading)
horizontal: spaces between groups of 
letters (tracking) 
space between pairs of letters (kerning)
combining letters to a glyph ligatures 

ß

Creating a font type is an art  
that requires profound design knowledge



Comic Sans and Higgs Boson



Visualization for “Raw” Text

in daily use..
enriched text - hypertext 
linking (graph navigation)

overview & detail highlighting semantics



Visualization for “Raw” Text
A. Stoffel& H. Strobelt& O. Deussen& D. Keim / Document Thumbnails with Variable Text Scaling

(a) (b) (c)

Figure 1: An example of a distorted thumbnail. a) The original thumbnail with highlights. b) The thumbnail generated with the
zooming technique described in [BHDH95] c) The thumbnail generated with the proposed distortion technique.

enhanced thumbnail technique for web pages that, in addi-
tion to popouts for keywords, modifies the original HTML
document to enlarge the size of headlines. However, high-
lighting with popouts leads to partial occlusion of the under-
lying document and the possibility of overlapping popouts
in areas with many search terms.

The third technique, semantic zooming, has been used
by several researchers. Several semantic zooming strate-
gies for document thumbnails exist. Robertson and Mackin-
lay [RM93] place all pages of a document in a rectangu-
lar grid at thumbnail size. A user can magnify a single
page using a fisheye lens for reading and checking context.
Buchanan and Owen [BO08] increase the size of the im-
portant text such as headlines and recalculate the text lay-
out while keeping the global page structure intact. Hornbæk
and Frøkjær [HF01] use a fisheye technique for thumbnails,
shrinking the uninteresting lines even further in order to
highlight the interesting ones. Baudisch et al. [BLH04] com-
bine a fisheye view in the vertical direction with popouts.
The occlusions of the popouts are avoided by coloring the
background of the interesting terms instead of painting the
popouts above the document. Lam and Baudisch [LB05] use
a thumbnail technique for overviews of web pages on small
screen devices, where they remove common words or crop
the text in the thumbnail in order to get a readable text in
the final thumbnail. Instead of creating a thumbnail view
and hiding information according to a semi-automatic de-
cision, Baudisch et al. [BXWM04] use an interaction tech-
nique, which allows the user to define what information to
show and what information to hide.

All the semantic zooming techniques change the doc-
ument. In simple cases only the sizes of complete lines
are changed; whereas more complex algorithms change the
complete document according to the user’s interest. Conse-
quently, the page layout of the thumbnail changes and this
could make it difficult for the user to relate positions in
the thumbnail and the document view. The application of
the fisheye algorithm in the vertical direction increases the
height of the text, however as text is usually wider than high,
the resizing is limited by the width of the view area.

Distortion algorithms developed for creating graph lay-
outs are the most similar to our technique. Storey and
Müller [SM96] distort the nodes in a graph according to a
degree of interest; interesting nodes increase in size while
the other nodes are shrunk. They present several distortion
techniques that preserve the orthogonal or the proximity of
nodes. Bartram et al. [BHDH95] use a similar technique
for interactive zooming in hierarchical networks. On a drill
down or a roll up in the hierarchy, the weights of the visible
nodes are adjusted and the size is changed accordingly. Both
techniques preserve the orthogonal ordering of the nodes and
scale the node size according to an interest factor. But both
techniques have problems when applied to text documents
as the proximity of words are only relevant within a text line
and not between text lines.

Our distorted page thumbnail approach combines plain
page thumbnails variable text scaling and thereby avoids the
occlusion and overplotting problems of popouts. In contrast
to the previous fisheye approaches, a distorted thumbnail
preserves the global page layout and allows a user to relate

c⃝ 2012 The Author(s)
c⃝ 2012 The Eurographics Association and Blackwell Publishing Ltd.
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Document Thumbnails with Variable Text Scaling
A. Stoffel, H. Strobelt, O. Deussen, D. A. Keim
Computer Graphics Forum, volume 31 issue 3 pp.

Figure 3: Document Lens with lens pulled toward the user. The resulting truncated pyramid makes text near the
lens’ edges readable.

to render text in 3D perspective. We use two meth-
ods, both shown in Figure 6. First, we have a silmple
vector font that has adequate performance, but whose
appearance is less than ideal. The second method, due
to Paul Haberli of Silicon Graphics, is the use of texture
mapped fonts. With this method, a high quality bitmap
font (actually any Adobe Type 1 outline font) is con-
verted into an anti-aliased texture (i.e., every character
appears somewhere in the texture map, as seen on the
right side of Figure 6). When a character of text is laid
down, the proper part of the texture map is mapped to
the desired location in 3D. The texture mapped fonts
have the desired appearance, but the performance is
inadequate for large amounts of text, even on a high-
end Silicon Graphics workstation. This application,, and
others like it that need large amounts of text displayed
in 3D perspective, desperately need high performance,
low cost texture mapping hardware. Fortunately, it ap-
pears that the 3D graphics vendors are all working on
such hardware, although for other reasons.

SUMMARY
The Document Lens is a promising solution to the prob-
lem of providing a focus + context display for visual-
izing an entire document. But, it is not without its
problems, It does allow the user to see patterns and re-

lationships in the information and stay in context most

Figure 6: Vector font, texture-mapped font, and font
texture map.

November 3-5, 1993 UIST’93 105

Robertson, George G., and Jock D. Mackinlay
The document lens
Proceedings of the 6th annual ACM symposium on User 
interface software and technology. ACM, 1993.

Document Lens Visualizing Search Results



Working with Text

unstructured text

4 x ’t' 
3 x ‘u’
2 x ‘r’
2 x ‘e’

…

structured data



Structured Text Features

simple counts (bag of words) 
used for similarity measures

princess dragon castle

doc1 1 1 1

doc2 0 0 1



Typical Steps of Processing to 
derive Text Features
Large collections require pre-processing of text to extract information and align text.  
Typical steps are:

cleaning (regular expressions)
sentence splitting
change to lower case 
stopword removal (most frequent words in a language)
stemming - demo porter stemmer
POS tagging (part of speech) - demo
noun chunking
NER (name entity recognition) - demo opencalais
deep parsing - try to “understand” text.

http://9ol.es/porter_js_demo.html
http://cogcomp.cs.illinois.edu/demo/pos/?id=4
http://viewer.opencalais.com/


Text features are complicated
Toilet out of order. Please use floor below.

One morning I shot an elephant in my pajamas. How he got in 
my pajamas, I don't know.

Did you ever hear the story about the blind carpenter who picked 
up his hammer and saw?

http://en.wikipedia.org/wiki/List_of_linguistic_example_sentences

http://en.wikipedia.org/wiki/List_of_linguistic_example_sentences


Text Units Hierarchy

Projects like Wikipedia [Wik12], New York Times Corpus [San08], BioMed-
Central [BMC12], Twitter [Twi], or Open library [Ope12] are only few exam-
ples of nowadays accessible text (and image) sources. As they are not only
large but constantly growing, gaining insights becomes more demanding. To
circumvent this information overload a form of abstraction is needed to "show
the amounts of information that are beyond the capacity of textual display"
(Chaomei Chen [Che05]). Further evidence for the need of text visualization
is given by Thomas and Cook [TC05] as they define it to be part of the grand
challenges in the field of visual analytics. To demonstrate the grouping of
related work, we introduce Figure 1.2, which depicts a hierarchy of text ag-
gregation levels ranging from a single letter to sets of document collections.
The categories are described by agglomeration levels, which strongly relate to
them, either as data input or as object of visualization.

letter

word

word group

sentence

paragraph

section

chapter

document

document cluster

corpus

corpus of corpora

linguistic visualization

single document visualization

document collection visualization

Figure 1.2: Categorization of text visualization approaches w.r.t. different
levels of aggregation.

Linguistic visualizations mostly represent statistical linguistic measures.
Christian Rohrdantz presents good examples in his work, like observations
about vowel harmonies across languages ([RMB+10]). Another important lin-
guistic research question involves different corpora – the visualizations for lan-
guage comparisons, like the Languages Explorer [RHM+12]. Remarkable lin-

6



Wordle

Frequency-based
words that occur often are large

Can vary font type,  
size, color, etc. 

http://www.wordle.net [Viegas 2009]

http://www.wordle.net


Wordle vs Tag Cloud





Word Tree

Text WordTree

[Wattenberg 2008]



Search for “if” in romeo & Juliet

The word tree, an interactive visual concordance
M Wattenberg, FB Viégas
Visualization and Computer Graphics, IEEE Transactions on 14 (6), 1221-1228

Many Eyes word tree provides a choice among three options. The 
branches can be arranged alphabetically (making it easy to scan for 
particular words), by frequency (so the largest branches are first), or 
by order of first occurrence in the text (the default option, since it 
often produces a tree that best reflects the underlying text.) As with 
clicking, when the user switches between two of these options the 
word tree animates smoothly to help make clear what is changing. 

As the user interacts with the tree—she may click on a branch, 
recenter the tree, choose a different search term, etc.—the word tree 
tracks of the sequence of actions just as a web browser does. This 
allows the user to click on browser-like “back” and “forward” 
buttons to review her previous steps in the visualization. This feature 
helps users quickly switch between desired states for comparisons 
and easily retreat from navigational dead ends.  

As with all visualizations on Many Eyes, users can set particular 
states and make comments. In doing so, they may wish to point to 
particular items on the visualizations. To support this, users can set 
the visualization to a “highlighter mode,” where clicking on words 
will not cause a recentering of the tree, but instead highlight words 
with translucent brown circles. Thus a user can leave a comment 
like, “Note the position of God in this context,” and highlight “God” 
so that other readers do not need to search for where it occurs. 

Finally, the word tree does not provide any sort of “overview” of 
the text nor does it present an initial search term for viewers to start 
from. In this way, the visualization resembles an information 
retrieval interface, driven by a search term rather than starting with 
an overview. The reason for this design choice is that without a 
search term, there is no obvious entry point—several alternatives 
with suffix-tree-like beginnings were attempted, but seemed busy 
and uninformative. A future version might try to automatically find a 
good starting point: perhaps a tree centered on the most frequent 
terms, a tree that shows the highest number of separate branches, or a 
tree with the deepest branches. Having a default start point might 
solve certain problems. For instance in the current system, unless the 
creator of the word tree actively sets an initial search term, the 
visualization will look blank to subsequent viewers on the site. 
Another limitation of not having an overview is that users need to 
know a bit about the underlying data to make sure that they look for 
words that appear in the text. Many other interactive features are 

possible. We discuss these in the sections on user feedback and 
future work.  

4 IMPLEMENTATION CONSIDERATIONS 
The current implementation of the Word Tree on Many Eyes is a 

Java applet, written using JDK 1.4. It is engineered to handle texts 
with up to 1,000,000 tokens. (In addition to being a pleasingly round 
figure, this is the approximate number of tokens in the King James 
Bible, probably one of the most-visualized text on Many Eyes.) In 
this section we discuss some of the implementation details and 
decisions that allow the applet to scale—both visually and in 
performance—to a million tokens. 

The data structure behind the word tree—that is, the hierarchical 
structure of the context words—is well-known to computer scientists 
as a “suffix tree.” In our context the practical bound on performance 
is memory rather than CPU cycles: constructing the tree is fast (at 
least for a million-token text) as long as there is sufficient memory. 
Java applets often have limited heap space, as low as 64MB. 
Although this may seem more than adequate for holding a million-
node tree, it is actually a serious constraint due to the memory-
intensive nature of Java objects. To get around the problem, we do 
not create a suffix tree for the entire text, but rather create the suffix 
tree on the fly, a new one for each phrase typed in. In practice this 
saves a significant amount of memory; for instance, in the King 
James Bible (about 1,000,000 tokens), the word tree for “the” has 
only about 64,000 leaves. This complicates effects such as animated 
transitions, but permits the feeling of instant feedback we desire. 

In addition to the data-level scaling, two issues arise in scaling 
the tree visually. The first is that the total number of branches is huge 
compared to the screen size. When there are tens of thousands of 
leaves to a tree, there is no sensible way of displaying all of these on 
a screen that is a few hundred pixels high. We resolve this issue by a 
standard “level of detail” method. As the geometry of the tree is 
defined, when it is determined that a subtree takes up less than 3 
pixels of vertical space, we do not draw the entire subtree. Instead, 
we find the deepest branch, and draw that. By doing so, we show the 
overall shape of the tree, but do not draw more than necessary. This 
simplifies the display and also keeps the number of rendered objects 
low enough that smooth animated transitions are possible. 

   

 
Fig 3. Sequence showing some of the interaction options in the word tree.  In figure A, the user has typed the word “if” in Romeo and Juliet. In B, 
the user has clicked on “blind,” which appears in one of the branches under “if.” This causes the visualization to recenter to the longer phrase “if 
love be blind.” In C, the user Control-clicks on “blind,” which causes the visualization to recenter to blind by itself, revealing that there are 
additional phrases after this term. 
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https://www.jasondavies.com/wordtree/


PhraseNets

Frank van Ham, Martin Wattenberg, and Fernanda B. Viegas. 
Mapping Text with Phrase Nets. 
IEEE Transactions on Visualization and Computer Graphics 15, 6 (November 2009)

http://www-958.ibm.com/software/data/cognos/manyeyes/visualizations/who-begat-whom-in-the-bible


Mapping Text with Phrase Nets 

Frank van Ham, Martin Wattenberg, and Fernanda B. Viégas 

           

 
 
           Fig. 1. Scanning the bible for textual matches to the pattern �X begat Y� reveals a network of family relations.

Abstract�We present a new technique, the phrase net, for generating visual overviews of unstructured text. A phrase net displays 
a graph whose nodes are words and whose edges indicate that two words are linked by a user-specified relation. These relations 
may be defined either at the syntactic or lexical level; different relations often produce very different perspectives on the same text. 
Taken together, these perspectives often provide an illuminating visual overview of the key concepts and relations in a document or 
set of documents. 

Index Terms�Text visualization, tag cloud, natural language processing, semantic net. 

 

1 INTRODUCTION 
Scholars have long dreamed of turning text�from books to entire 
libraries�into maps. A visual perspective on a text has many 
potential uses. A map can serve as a summary and provide a 
jumping-off point for close reading. Mapping techniques may also be 
used to compare multiple texts, whether books by different authors 
or speeches by different politicians. 

Unfortunately, anyone who sets out to map a book quickly runs 
into two problems. The first is purely conceptual: most interesting 
texts are large (a typical novel has more than 100,000 words) so 
some kind of analysis and summarization is necessary to make them 
amenable to visualization. The key issue is to define an effective unit 
of analysis; such a unit could range from letters to words to general 
concepts and ideas. Due to the current state of natural language 
processing, choosing the right unit involves a tradeoff between 

reliability and validity. On one end of the scale, computers can 
reliably pick out the individual words in a book, leaving the task of 
putting the words together to a human.  On the other end, programs 
that aim to extract high-level meaning from text�say a semantic 
network of people and their relations�face significant error rates 
and are easily misunderstood by their users. 

The second problem in the visual display of text involves 
legibility. In most visualizations, one wants to use spatial position as 
a meaningful variable. Yet a readable set of words obeys spatial 
constraints on alignment, grouping, and type size. The conflict 
between positioning and legibility can lead to displays that are hard 
to read or where spatial position is essentially random. 

In this paper we introduce a new text mapping technique, the 
phrase net, which seeks a balance both in analysis and display. Our 
unit of analysis is a �phrase,� i.e., a particular relationship between 
words that can be defined using either simple pattern matching or 
syntactic analysis. This unit provides a higher level of analysis than 
individual words, but is easily understood by users and does not 
require unreliable artificial intelligence. Our visual displays use a 
standard graph layout engine that has been modified to ensure that 
text is readable via constraints on alignment and grouping. 
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these were derived from our own exploration. To find others, we 
deployed a simplified version of the phrase net on the Many Eyes 
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Corpora: MDS Approaches

use bag-of-word to project 
documents w.r.t. text similarity 
into a landscape
(only) one example

Paulovich et al. / Semantic Wordification

Figure 5: A user can interactively draw a region (polygon)

containing a subset of documents of interest (top figure).

Keywords are extracted from the selected document and their

corresponding word could is built inside the user-defined re-

gion (bottom figure).

vious level. As far as we know, ProjCloud is the first tech-
nique to enable such a multilevel visualization mechanism
for word clouds.

The Fiedler-based sorting scheme is another interesting
mechanism introduced by ProjCloud. Besides enabling the
construction of semantically consistent word clouds, the
spectral scheme is also very reliable to define the relevance
of words. Notice for example in Figure 1 that fonts vary quite
abruptly. At first glance such abrupt change in the size of the
words might seem a weakness of ProjCloud. However, what
is happening in fact is that the spectral sorting mechanism
assigns considerably smaller values to words that are less
relevant. These less relevant words become much smaller

than the most relevant ones, easing visual identification of
the main topics of the underlying documents.

An aspect to be observed is that the size of each poly-
gon derives from the geometric location of its corresponding
cluster in visual space, which enforces the word sizing mech-
anism to be local. More precisely, if the largest word fP1 in-
side a polygon P1 is smaller than the largest word fP2 in a
polygon P2 then ProjCloud ensures that fP1 and fP2 are the
most relevant words in the clusters that gave rise to P1 and
P2. However, one cannot claim that the relevance score of
fP1 is smaller than the relevance score of fP2 . In other words,
ProjCloud does not provide a direct mechanism to compare
the relevance of words from cluster to cluster. The infor-
mation about the relevance of keywords can be conveyed,
though, by coloring the boundary edges of the polygons ac-
cording to the number of instances inside that polygon or to
the score of the most relevant keyword.

ProjCloud also offers a new perspective to word cloud
based analysis brought by the use of integrated multidimen-
sional projection techniques. In fact, multidimensional pro-
jections have long been used to analyze an explore doc-
uments and textual data [PNML08]. However, visual re-
sources employed in combination with projections are still
restricted to points and their visual attributes and textual tags
to help in the identification of individual documents. We be-
lieve that the combination of multidimensional projections
and word clouds as proposed by ProjCloud opens a line of
approaches for visualization and exploration of textual doc-
ument collections.

ProjCloud is largely dependent on the clustering process.
More precisely, if the clustering performs poorly, for in-
stance by causing concentration of points in specific regions
of the visual space, then the associated convex polygon will
be too small, thus making the word cloud difficult to fit and
read. Although zooming can be used to mitigate the prob-
lem, dependence of the clustering scheme is still an issue
that we plan to address in the near future. Another aspect
to be tackled in future versions of the system is the “void”
space between clusters. Although the clustering scheme has
the good property of evenly distribute data instances among
the cluster, the convex hull mechanism tends to leave too
much empty space between them. We are currently inves-
tigating a post-processing optimization scheme that scales
polygons to change their sizes and minimize the space be-
tween them.

6. Conclusions

In this work we propose a novel document collection visu-
alization that combines features of multidimensional projec-
tions and word clouds in a single visual environment. Proj-
Cloud produces visualizations where documents are grouped
according to their similarity and constructs semantically co-
herent word clouds for each group of documents. The groups

c� 2012 The Author(s)
c� 2012 The Eurographics Association and Blackwell Publishing Ltd.
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Compare Corpora

Compare topics between text 
collections

D. Oelke et al. / Comparative Exploration of Document Collections

exact values for:
- distinctiveness
- characteristicness
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discriminative for;
length of bar = degree
of characteristicness

thickness = degree 
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the 12 most 
descriptive terms of 
the topic

transparency = 
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of the topic for the 
depicted class(es)

Figure 1: Comparison of 495 papers of InfoVis, SciVis, and Siggraph (discrimination threshold = 6, number of topics = 30)

Figure 1 shows the visual output when comparing pro-
ceedings of 3 visualization and computer graphics confer-
ences. The data set comprises 495 papers, 165 of each of
the three conferences (2009 - 2012 for InfoVis and SciVis,
and 2011-2012 for Siggraph). The inlay of Fig. 1 illustrates
how to read the glyphs called topic coins. The example coin
shows a topic that is shared by SciVis and InfoVis (as can
be seen by the blue and orange bar as well as its position in
the diagram along the border between the blue and orange
area). It discriminates the two conferences against the third
one, Siggraph. The thickness of the borderline of the topic
coin shows that the discriminative strength is high for this
topic (metaphor of a protection wall). At the same time the
topic is not a key topic of the two conferences but slightly
more important for InfoVis than for SciVis (as can be seen
by the rather short lengths of the colored bars that illustrate
the characteristicness of the topic).

In the following we will detail our approach and our de-
sign decisions. Our contribution is twofold: First, we sug-
gest novel automatic methods that extract discriminative and
common topics for the comparative analysis of different
classes of documents. Second, we suggest a visual design
that enables users to explore the results in an intuitive way.

The rest of this paper is structured as follows: First, in
Section 2, we describe related work. Next, in Section 3, we
discuss our choice for probabilistic topic modeling and pro-
vide the definitions and formulas we use in order to automat-
ically determine if topics are discriminative or common. We
evaluate our approach both statistically and through a brief
user study. Section 4 details the design of the interactive vi-
sual interface that we suggest in order to support analysts in
the exploration of the automatically determined topics. The
applicability and usefulness of our approach are empirically
demonstrated through an expert case study in Section 5, be-
fore we conclude the paper in Section 6.

2. Related Work in Visual Analytics

In the following related visual analysis approaches are re-
viewed. Note that techniques that directly influenced our de-
sign decisions are discussed in subsequent sections.

Exploration and Browsing of Document Collections
Many approaches exist whose goal is to support making
sense of a document collection. IN-SPIRET M [Ins], the
topology-based approach of Oesterling et al. [OST⇤10],
HiPP [PM08] or WebSOM [LKK04] are examples for tech-
niques that represent document clusters by projecting them

c� 2014 The Author(s)
Computer Graphics Forum c� 2014 The Eurographics Association and John Wiley & Sons Ltd.
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